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Abstract As the need for data processing and communi-
cation increases, and likewise, as the number of process-
ing cores placed on a given single chip increases, improv-
ing the performance of interconnection networks is vital.
In the present work, traditional topologies are re-examined.
Torus is shown to be a good structure in terms of average
latency and symmetry. When using torus in combination
with high process levels, it is possible to design new, yet
asymmetrical topologies that can meet the high communi-
cation performance requirements of many-core processors
and also suit a large variety of traffic patterns. Firstly, this
paper presents two novel and torus-like topologies called
xtorus and xxtorus, which are evaluated by using both the-
oretical analysis and experimental simulation methods. For
theoretical analysis, an algorithm for computing link path
diversity and link entropy is given. The analysis shows that,
compared with mesh, xmesh and torus, the proposed topolo-
gies have better properties in terms of diameter, average la-
tency, throughput, and path diversity. Although more links
are added, the number of links is of the same order of mag-
nitude with that of mesh, xmesh, and torus. Proposed topolo-
gies also take advantage of increasingly higher levels of the
VLSI process. Simulations on GEM5 reveal that xtorus has
better scalability, and that its average latency is less than that
of mesh, xmesh and torus by significant proportions respec-
tively, particularly when the network scale is larger. More-
over, for different traffic patterns, its performance swing is
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less than that of mesh. Furthermore, in the present work, the
proposed topologies are both asymmetrical and based on the
entropy difference of the links in the topology. A strategy for
heterogeneous link design is presented, which enables de-
signers to trade off between delay, power and area according
to a concrete integrated circuit design scene.

Keywords Many-core · Asymmetrical topology · Traffic
pattern · Performance analysis · Link entropy ·
Heterogeneous links

1 Introduction

Network architecture is affected by both application require-
ment and physical process level.

On the application requirement side, data generated by
scientific activities as well as commercial applications from
a diverse range of fields has been increasing exponentially.
Hence, data needs to be processed and communicated even
faster. The petascale computing era has come, and future ex-
ascale technologies are also being researched. The real per-
formance of the first ten supercomputers in TOP500 (pub-
lished in June 2012) all attained more than one Petaflops,
while the top-ranked IBM Sequoia achieved 16.32 and Fu-
jitsu K computer achieved 10.51 [1].

On the physical process level side, the number of transis-
tors on a single chip is in the billions (e.g. Intel 48-core SCC
processor includes more than 13 billion transistors [2]), and
the physical process level is going to become even higher.
The improvement of process level leads to more available
on-chip resources, as well as more power and area saving
for the same resources.

Network-on-Chip (NoC) has a significant impact on the
scalability and performance of multi/many-core processors

mailto:liuyuhang@cse.buaa.edu.cn


680 Cluster Comput (2013) 16:679–691

Fig. 1 Mainstream tiled
multi-core architecture

[3–5]. Most of the existing single-chip multiprocessors use
classical topologies such as mesh, torus, etc. However, as
one of the current processor technology research hotspots
and development trends, many-core processor has evolved
to include dozens of cores. To collaboratively performing a
same program, more cores need to communicate with each
other,while more message traffic are needed for synchro-
nization and cache coherence between the cores. As a result,
communication problem becomes more acute, which in turn
presents higher requirements for corresponding interconnec-
tion networks.

Therefore, traditional topologies need to be re-examined.
By taking advantage of the increasing process level and
adapting to the characteristics of multi/many-core proces-
sors, a moderately aggressive interconnection topology and
corresponding link design strategy may be a promising so-
lution to alleviate current communication problems.

The contributions of this work are as follows:
First, in the analysis of topologies, a metric that evalu-

ates performance and cost is presented and is shown to out-
perform a former metric while being consistent with the EDP

(production of latency and energy) obtained from the closed-
loop network simulation in detail.

Second, an algorithm for computing path diversity is pre-
sented, and the concept of link entropy and corresponding
calculation method are proposed.

Third, adapting to massive data communication that
arised from applications and multi/many-core scale, the de-
sign of two torus-like topologies, xtorus and xxtorus, are
discussed. Xtorus is shown to inherit good symmetry propri-
ety from torus, further reducing average latency, increasing
throughput, and also keeping some degree of path-diversity.

Fourth, compared with xtorus, xxtorus is shown with di-
minishing marginal benefit, which can be regarded as the
upper-bound expansion of xtorus.

Finally, based on the entropy difference for links in the
topology, a method for heterogeneous link design is pre-
sented. The method enables designers to trade off between

delay, power and area according to a concrete integrated cir-
cuit design scene.

The rest of the paper is organized into four sections. In
Sect. 2, related work is reviewed. Section 3 presents xtorus
topology, and compares it with mainstream classical topolo-
gies in terms of five aspects: network diameter, average de-
lay, throughput, path diversity, and difficulty of physical re-
alization. In Sect. 4, from the perspective of link entropy, a
method for entropy-based heterogeneous link design is pro-
posed. And finally, some research conclusions are presented.

2 Review of related work

The design of on-chip and on-board interconnection net-
works has an important influence on efficiency, router en-
ergy consumption, and scalability of system.

In 2000, Hemani et al. [6–8] proposed an on-chip inter-
connection network as a new design paradigm for commu-
nication within a single chip. As shown in Fig. 1, the in-
terconnection structure of mainstream many-core processors
consists of three basic components: (1) Network Interfaces:
through which processor cores are connected to the NoC.
(2) Routers: which are responsible for selecting the trans-
mission path from the source node to destination node and
forwarding flits. (3) Links: which connect the routers and
provide communication bandwidth.

NoC-based system-on-chip (SoC) implements a relative
separation between computing and communications. As a
subsystem, NoC is responsible for high-speed communica-
tion between the processor cores. Therefore, it becomes a
research hotspot for current CMPs (Chip Multiprocessors) and
MPSoCs (Multiprocessor System-on-Chip). There have been
several novel NoC architectures, such as TRIPS [9], Xpipes
[10], QNoC [11], Cell [12, 13].

In recent years, on-chip network research has mostly fo-
cused on low-power design, router design, implementation,
testing methods and fault tolerance mechanisms. In terms of
research on topology, there has been relatively less [14].
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In 2007, Intel released TeraFLOPS [15, 16] which contains
80 processor cores within a single chip. TeraFLOPS uses a
65 nm process, and is only 275 mm2. The processing en-
gine (PE) in each tile is connected with a router through the
network interface, and all routers form an 8×10 mesh topol-
ogy.

In 2008, Tilera introduced the 64-core chip TILE64,
which is oriented for high-performance embedded appli-
cations [17]. In TILE64, 64 tiles share memory, and the
processor cores communicate with each other through an
8 × 8 mesh topology.

In 2010, Intel presented the 48-core SCC (Single Chip

Cloud Computer) [2]. SCC uses a 6 × 4 mesh tiled intercon-
nection structure, and each tile includes two processor cores.

It should be noted that the Intel 80-core TeraFLOPS and
48-core SCC both use mesh topology as an interconnec-
tion structure. However, they are still research chips and
are not included in any production roadmap [2, 18]. There-
fore, which topology will be ultimately used for future
production-level many-core chips remains a question.

Torus is a good interconnection structure in terms of av-
erage latency and symmetry [19]. Based on it and taking ad-
vantage of high process level, it is possible to design a new
topology to meet high communication performance require-
ments that many-core processors present, and to suit a great
variety of traffic patterns. As a result, this paper proposes a
novel and torus-like topology for massive data communica-
tion, and a corresponding heterogeneous link design strategy
is also presented.

John Kim et al. [20] proposed a flattened butterfly topol-
ogy, which uses more links than classical topologies under
the same network scale. However, since multiple processor
cores are linked to the same router (the so-called concentra-
tion) and the number of channels on a link is reduced, aver-
age delay, throughput and power consumption are improved
to some extent. For xtorus, it is also possible to use the con-
centration technology, which can scale up system size with
a fixed number of routers. Due to space constraints, it will
not be discussed further in this paper.

One of the basic differences between xtorus and flattened
butterfly is that the former is characterized by having fewer
but wider links, while the latter is characterized by having
more but narrower ones.

Zhu Xiaojing [14] proposed the xmesh topology, the per-
formance of which has been improved to some extent com-
pared with mesh. But in terms of hot-spot workload, there is
a great fluctuation on average latency, depending on whether
the hot-spots are far away from the network center or the di-
agonals.

The design of fully customized communication architec-
ture, for a given application, is addressed in literature [21].
Ogras and Marculescu presented a method for generating
hybrid topologies by the insertion of long-range links into

regular topologies [4]. These works focused on the algo-
rithms for topology generation or mapping. But the aim of
this paper is to design a single topology adapting to different
communication patterns.

Moreover, L. Cheng et al. [22] suggested that due to
different delay and bandwidth requirements of cache co-
herence protocol messages on a chip multiprocessor, it is
necessary to design heterogeneous links. At the cost of in-
creasing hardware complexity, the aim is to make some im-
provements on power consumption and performance. In the
scheme, each link has three configuration sets, which are
oriented for latency, bandwidth, and power consumption re-
spectively. However, for the proposed strategy in this paper,
there is only one configuration set for each link, while dif-
ferent links may have different configurations according to
their entropies.

Many network simulators have been developed, such as
OCCN [23] and Garnet [24] (which has been integrated into
GEM5 [25]). Also, Hanjoon Kim [26] discussed open-loop
and closed-loop simulations for on-chip networks. How-
ever, while previous research has presented accurate fea-
tures, simulation in detail requires one to have good un-
derstanding of the simulator itself. Additional programming
work may be required if the target network architecture is
not supported. This raises the question of whether a rough
evaluation can be done in an efficient way before simula-
tion.

Dingxing Wang and Guoliang Chen [27] raised five tech-
nical requirements. However, these requirements are de-
scriptive rather than quantitative.

Although some analytic models such as Group-Theoretic
Model [28] are quantitative and concise, difficulties remain
in terms of lengthy applying the model that using multiple
graph theories.

Dally [29] addressed three key metrics of performance:
throughput, latency, and path diversity. However, the work
of Dally and previous researchers differs from the present
study in that it fails to provide a fast analysis, which is
needed, despite some details being abstracted.

3 The proposed asymmetrical topologies

Using 16 routers scale as an example, classical mesh and
torus topologies are shown in Figs. 2(a) and 2(b). Note, the
xmesh shown in Fig. 2(c) is an extended mesh.

Proposed xtorus and xxtorus topologies are shown in
Figs. 2(d) and 2(e). Compared with torus, xtorus increases
links in both principal diagonal and counter-diagonal direc-
tions, but unlike xxtorus, it doesn’t connect the upper left
and lower right vertices of the principal diagonal as well
as the upper right and lower left vertices of the counter-
diagonal.
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Fig. 2 mesh and torus topologies and their extensions

In the following, firstly, an indicator (as a general met-
ric) for the pre-simulation evaluation of network perfor-
mance and cost is presented. Then, structural properties of
the topologies are analysed, and for further verification, per-
formance evaluation is also conducted using an execution-
driven simulator.

3.1 Metric for evaluating performance and cost

Degree and diameter are two important parameters for inter-
connection network structures. Degree is related to system
price; generally, greater the degree, greater the complexity
of the processor interface, and higher the cost; cost also in-
creases with the number of system links. Degree and diame-
ter influence each other, while both affect system scalability
and fault tolerance capacity. Usually, greater the degree of
nodes, shorter the diameter of network, and higher the sys-
tem fault tolerance capacity.

Accordingly, for a given network, a metric that measures
performance to cost ratio (abbreviated as P I

c ) is the recip-
rocal of the product of degree and diameter [11], as shown
in formula (1). Usually, larger the metric, better the perfor-
mance to cost ratio.

P I
c (N,Topo) = 1/(L ∗ M) (1)

Here, L = max{dij ,0 ≤ i ≤ N −1,0 ≤ j ≤ N −1}, M =
max{λk,0 ≤ k ≤ N −1}, dij is the length of the shortest path
between any node pair (i, j), N is the number of nodes, and
λk is the degree of node k.

From Table 1, the metric is shown with coarse property.
On one hand, the metrics for different interconnection struc-
tures are close to zero, the trend of which becomes more
evident as N increases. As a result, the metric poses dif-
ficulties in terms of differentiating variable interconnection
structures from the perspective of performance and cost. On
other hand, own to L and M are the maximum values, that
the metrics are not conducive for comparing the scalability
of different topologies either.

In this study a new metric is presented, as shown in for-
mula (2).

Table 1 Metric values for the network topologies when N = 16 and
64

Topology mesh torus xtorus xxtorus

P I
c (N = 16) 0.042 0.083 0.056 0.056

P II
c (N = 16) 7.500 8.000 8.237 8.280

P I
c (N = 64) 0.018 0.031 0.024 0.024

P II
c (N = 64) 18.375 16.000 15.400 15.260

Fig. 3 P II
c (N,Topo) values for different N and topology types

P II
c (t,N,Topo) = L(t,N,Topo) ∗ M(t,N,Topo) (2)

Here, L(t,N,Topo) = ∑N−1
i=0

∑N−1
j=0 pij (t)dij (t) is the

average number of hops for any node pair, where pij (t) is
the probability that communication is carried out between
any node pair (i, j) at t moment and dij (t) is the length of
the shortest path between any node pair (i, j) at t moment.
M(t,N,Topo) = 1

N

∑N−1
k=0 λk is the average node degree.

The reason that dij (t) varies with t , is that there are al-
ways multi-source situations during the running of real ap-
plications. That is, the shortest paths of different node pairs
may have routing conflicts, for which the length of the real-
time shortest path may be greater than that of the static case.

Figure 3 shows the scalability of the topologies as
the metric varies with N . Compared with P I

c (N,Topo),
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Fig. 4 EDP for mesh and torus
under different system scales,
16 and 64. The left sub-graph
represents EDP when inject rate
equals 0.1 packets/node/cycle,
while the right sub-graph
illustrates EDP when inject rate
equals 1.0 packets/node/cycle

Table 2 Experiment environment

Parameters Values

System scale 16 and 64

Router pipeline BW + RC, VA, SA, ST, LT

P II
c (N,Topo) is superior in terms of differentiating topolo-

gies, especially at large scales.
To allow for a rough yet efficient estimation, the present

study utilizes a random flow pattern. That is, node pairs
within the entire system have the same probability for com-
munication. For instance, in this case, the metric that evalu-
ates performance and cost of two-dimensional mesh can be
calculated using formula (3). Metric values when N equals
16 and 64 for the typical network topologies are listed in
Table 1.

P II
c (t,N,Mesh)

= 4 ∗
√

N − 1

(
√

N)3

√
N−1∑

id ,jd ,is ,js=0

(|is − id | + |js − jd |) (3)

EDP [16] is obtained by the production of latency and
energy. Note that a decrease in energy may lead to an in-
crease in latency. For on-chip or on-board networks, lower
EDP is preferred, which indicates it is better in terms of per-
formance and energy consumption. As a main source of en-
ergy, static router power consumption is partly determined
by the number of ports for each router, which directly de-
pends on the node degree.

Figure 4 indicates that when the system scale is 16, EDP

of torus is larger than that of mesh; when the system scale is
64 the opposite situation occurs. Therefore, compared with
Table 1, one can conclude that the metric P II

c is consistent
with EDP obtained from the simulation using Garnet in the
GEM5 simulator (the experiment environment is shown in
Table 2).

3.2 Structural properties

3.2.1 Network diameter

Network diameter refers to the largest, minimal hop count
over all pairs of terminal nodes in the network. Reduc-
ing network diameter is helpful in reducing communication
overhead. A network is a graph G = (V (G),E(G)), while
V (G) and E(G) are corresponding vertex set and edge set
respectively.

Given PG(u, v) = {p : p is a simple path between u

and v} and P(G) = {PG(u, v) : u,v ∈ V (G)}, the network
diameter is d(G) = max{|p| : p ∈ P ∈ P(G)}.

In a n × n network, the diameter of mesh is 2(n − 1); for
xmesh, it is n − 1. When n is odd, the diameter of torus is
n − 1. When n is even, the diameter of torus is n. Whether
n is odd or even, the network diameter of xtorus remains
n− 1. Therefore, compared with mesh and torus, xtorus has
the shortest network diameter.

3.2.2 Ideal average latency

For a given topology, assuming there is no congestion in
routing, the average routing delay between all nodes in the
topology is the so-called ideal average latency. It can be esti-
mated in formula (4), which was proposed by William James
Dally et al. [29].

T = H ∗ T r + D/v + L/b (4)

Here, H is the average hop number from source node to
destination node. Tr is the delay in routing on the router,
and the unit is cycle/hop. D is the average distance from the
source node to destination node, which usually equals to H ,
and the unit is hop. v is the wire transmission speed, and
the unit is hop/cycle. L is the packet length, and the unit
is flit. b is the bandwidth, and the unit is flit/cycle. Gener-
ally, different topologies correspond to different H and D

values, while Tr is dependent on the routing algorithm and
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Table 3 Calculation of the average distance of xtorus

00 01 11

Nodes from which
distance equals 1

01,03,10, 00,02, 00,01,10,

11,30 11,31 12,21,22

Nodes from which
distance equals 2

02,12,13, 03,10,12, 02,03,13,

20,21,22, 21,22,30, 20,23,30,

31,33 32 31,32,33

Nodes from which
distance equals 3

23,32 13,20,

23,33

the physical implementation of the router. To calculate the
average latency, the first step is to calculate H , that is, D.

For a 4 × 4 network scale, DMesh = HMesh = 2.5,
DTorus = HTorus = 2. For corresponding values of xtorus,
due to its left-right, upper-lower and diagonal symmetry, the
sixteen nodes can be divided into three categories:

Class1 = {00,03,30,33}
Class2 = {01,02,31,32,10,20,13,23}
Class3 = {11,12,21,22}

The number of the nodes is coded by vertical coordinate
and horizontal coordinate. Taking node 00,01,11 as the rep-
resentative of the three classes, the distances between nodes
are shown in Table 3.

In terms of routing, in order to be adaptive to differ-
ent communication patterns and for all possible workload
patterns, it is expected that the distances between nodes
should show a good balance. That is, the number of equiva-
lence classes and the difference between equivalence classes
should both be as small as possible.

D(00) = 1 ∗ 5 + 2 ∗ 8 + 3 ∗ 2 = 27

D(01) = 1 ∗ 4 + 2 ∗ 7 + 3 ∗ 4 = 30

D(11) = 1 ∗ 6 + 2 ∗ 9 = 24

Dxtorus = [
D(00) ∗ 4 + D(01) ∗ 8 + D(11) ∗ 4

]
/256

= 1.734

If each router uses a typical 5-stage pipeline (BW +
RC,VA,SA,ST,LT) [9], and the interval time between an
adjacent pipeline stage is 1 cycle, then the processing time of
the router is 4 cycles, that is, Tr = 4 cycles/hop. It is also as-
sumed that v = 1 flit/cycle, L = 2 flits and b = 1 flit/cycle.

Therefore, the ideal average latencies of these topologies
are as follows:

Tmesh = 2.54 + 2.5/1 + 2/1 = 14.5

Ttorus = 24 + 2/1 + 2/1 = 12

Txmesh = 1.8754 + 1.875/1 + 2/1 = 11.375

Txtorus = 1.7344 + 1.734/1 + 2/1 = 10.67

Txxtorus = 1.6564 + 1.656/1 + 2/1 = 10.28

At 16-node scale, the ideal average latency of xtorus is
less than that of xmesh, torus and mesh by 6.2 %, 11.08 %
and 26.4 % respectively, while the ideal average latency of
xxtorus is less than that of xtorus by 3.65 %.

Moreover, at 64-node scale, the ideal average latency of
xtorus is less than that of xmesh, torus and mesh by 10.6 %,
11.8 % and 31.33 % respectively, while the ideal average la-
tency of xxtorus is slightly less than that of xtorus by 2.32 %.

3.2.3 Ideal throughput

For a given topology, ideal throughput is the maximum net-
work throughput in a perfect flow control and routing mech-
anism. William James Dally, et al. [29] gave a formula as
follows for calculating the ideal throughput (TH). Bc is the
number of channels required to divide the whole network
into two equal halves; b is the width of each channel; N is
the number of nodes.

TH ≤ 2b ∗ Bc/N (5)

Taking a 4 × 4 node scale for example, for mesh, it takes
four links to divide it into two halves. And each link is bidi-
rectional, so Bc = 8. In the same way, Bc for torus, xtorus
and xtorus equals to 16, 16 and 20 respectively.

Therefore,

THmesh ≤ b, THtorus ≤ 2b,

THxmesh ≤ 2b, THxtorus ≤ 2.5b.

The ideal throughput of xtorus increases by 150 % com-
pared with that of mesh, and increases by 25 % compared
with that of torus and xmesh.

3.2.4 Path diversity

If there is more than one shortest path between most of the
node pairs, then the topology is referred to as possessing
path diversity [29]. With better path diversity, it is possible
to select between more multiple shortest paths, which can
effectively reduce network congestion and enhance network
fault tolerance.

For any node pair (u, v), the path diversity can be ex-
pressed as |PG(u, v)|. And the path diversity of graph can
summed up as

∑
u,v∈V (G) w(u,v) ∗ |PG(u, v)|.

Communication patterns can be shown as a N × N ma-
trix Λ. Each element w(u,v) in Λ refers to the probability of
communication corresponding to (u, v) at a given moment.

Dijkstra [30], Goldberg et al. [31] proposed methods for
computing the shortest path between two nodes. As shown
in Fig. 5, this paper presents an algorithm for calculating
path diversity between any node pair for a connected graph.
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Fig. 5 Pseudocode of the path diversity algorithm for any node pair in
an undirected connected graph with equal weights. It is also an algo-
rithm for calculating entropy of any link

Note that the algorithm also presents the number of the
shortest path through each link, which will be used in Sect. 4
for the entropy-based design of heterogeneous links.

To illustrate, for mesh, the process of calculating the path
diversity and link entropy is shown in Fig. 6.

Compared with mesh, xmesh loses some path diversity.
Therefore, in terms of this aspect xmesh has some relative
disadvantage [7]. As shown in Table 4, xtorus has in average
more than two shortest paths for any node pair, which is
more than that of xmesh, and thus has better multi-routing
and fault tolerance capability.

3.2.5 Physical implementation difficulty

The physical implementation difficulty of different topolo-
gies depends on the symmetry of the structure, the num-
ber of dimensions, the number of long edges, the number
of ports of each router, and the complexity of routing algo-
rithms.

For mesh, the links in the structure are short; the number
of router ports is no more than 4; and the routing algorithm
is simple (such as XY). Based on all of those, the difficulty
of physical realization is the lowest.

For xmesh, most of the links in the structure are short
except for the two long diagonals. The number of ports of
each diagonal router is 6, while the number of ports of other
routers is no more than 4. Its routing algorithm [14] is more
complex than dimension-ordered routing.

For torus, the routing algorithm is relatively simpler. Al-
though the number of links is more than that of mesh and
xmesh, the number of ports of each router is 4. Some of the
links is longer than that of mesh and xmesh.

For xtorus, every router except the one at the corners on
each diagonal has 6 ports, and it also has long links as torus.
But due to the higher processing level of VLSI, especially the
even richer resources in manycore processors and optimized
hardware layout, the physical realization problem would be
effectively alleviated.

For xxtorus, the routers on each diagonal all have 6 ports,
and more importantly it has two long diagonal edges, which
would bring greater difficulty of wiring, while the long wires
would cause long delay and signal integrity problem.

Meanwhile, xtorus is symmetrical from top to bottom,
from left to right. And in relation to the diagonals, it also
has good path diversity. In terms of number of links shown
in Table 5, with respect to mesh, xmesh and torus, xtorus
has no increase in order of magnitude, while the number of
links of Flattened Butterfly is of a higher order of magnitude.
Overall, the complexity of the physical realization of xtorus
increases slightly as compared to torus and xmesh, but is of
the same order of magnitude.

3.3 Performance evaluation

Performance evaluations were completed by using the Gar-
net in the execution-driven simulator GEM5 [24, 25]. The
simulation environment is shown in Table 6. Each router
has five pipeline stages. Note that if the terminal node has
to generate a new packet, it computes the destination for the
new packet based on the synthetic traffic type (- -synthetic).

0 (Uniform Random): send to a destination directory cho-
sen at random from the available directories.

1 (Tornado): send to the destination directory half-way
across X dimension.
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Fig. 6 The process of calculating the path diversity and the link entropy for mesh topology

Table 4 Average path diversity at 16-node scale

mesh torus xmesh xtorus xxtorus

2.96 4.06 1.40 2.08 1.75

Table 5 Number of links corresponding to different topologies

P t2P t n2(n2 − 1)/2

mesh 2n(n − 1)

torus 2n2

xmesh 2n2

xtorus 2n2 + 2(n − 1)

xxtorus 2n2 + 2n

Flattened Butterfly n2(n − 1)

2 (Bit-Complement): send to the destination directory
whose location is the bit-complement of the source termi-
nal node location.

The aim was to evaluate whether the average latency for
xtorus can be significantly reduced compared with that of
mesh and torus, and whether xtorus is able to adapt to a va-
riety of communication patterns among different processor
cores.

For simulating massive data communication, a range of
injection rates were configured, while 1 packet/node/cycle
implied intensive communication.

For each topology, the average latency are shown in
Figs. 7, 8 and 9, corresponding to the injection rate of 0.01,
0.1, 1.0 (packet/node/cycle) respectively. For each figure,
the sub-graph (a), (b), (c) denotes the average latency of such
topologies corresponding to traffic patterns 0, 1 and 2.

By analyzing these figures and Table 7, the following
conclusions can be drawn.

Table 6 Experiment environment

Parameters Values

System scale 16 and 64

Router pipeline BW + RC,VA,SA,ST,LT

Routing scheme To choose the route with minimum number of
link traversals, rinks can be given equal weights.

Simulation time 100000 cycles

Traffic patterns 0 (Uniform Random);

1 (Tornado);

2 (Bit-Complement).

Table 7 The power consumption (Unit: Watt) of xtorus at different
injection rates and system scales

Injection rate 0.01 0.10 1.00

16 routers 3.94 4.06 4.07

64 routers 15.34 15.44 15.44

– For xtorus topology, when the system scale, injection rate
and routing algorithm are kept constant, the average la-
tency gradually increases for traffic patterns 1, 2, and 0.
But for mesh topology, the average delay ascends in se-
quence of traffic patterns 1, 0, and 2. It reflects the differ-
ences among different topologies in terms of their adapt-
ability to different traffic patterns.

– Mesh has the highest latency for traffic pattern 2 among
all the traffic patterns. In this case, the advantage of xtorus
to mesh is most obvious.

– If the sub-graphs in Figs. 7, 8, and 9 are compared verti-
cally, it can be seen that the average latency is not sensi-
tive to the injection rate. As the injection rate increases,
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Fig. 7 Case that the injection rate is 0.01 packet/node/cycle

Fig. 8 Case that the injection rate is 0.1 packet/node/cycle

Fig. 9 Case that the injection rate is 1.0 packet/node/cycle

there is only a very small amount of change. Even when
the injection rate increases 10-fold, the corresponding
change of the average latency is still within 2 %.

– As shown in Table 7, for xtorus topology at 16-node and
64-node scale, power consumption of the routers is ini-
tially sensitive to the injection rate. However, after the
injection rate increases to a certain point (i.e. 0.1 pack-
ets/node/cycle), there is almost no further increase in
power consumption of the routers.

– For different traffic patterns, the performance swing
for xtorus is less than that for mesh, showing a well-
balanced feature.

– Through a combination of simulation-based evaluations
regarding performance and power consumption, it can be
concluded that relative to xtorus, xxtorus has more power

consumption and two additional long diagonals, but the
performance improvement is small. Therefore, compared
with xtorus, it is concluded that xxtorus is shown with
diminishing marginal benefit, which can be regarded as
the upper-bound expansion of xtorus.

The logical topology is implemented in the physical inte-
grated circuits and is composed of physical links, the design
of which is presented in the next section.

4 Entropy-based design of heterogeneous links

Depending on the symmetry of the topology, different links
of a topology may show different level of hotness. That is,
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there are more paths are through some links, while there are
fewer paths are through others.

Assuming the routing algorithm is R,

R = {
(u, v) → p′ : u,v ∈ V (G), p′ ∈ PG(u, v)

}
,

then the result of routing is

RIm = {
p′ : ∃u,v ∈ V (G), p′ ∈ PG(u, v)

}
.

∀p ∈ PG ∈ P(G) and ∀l ∈ E(G), in terms of the number of
paths through a link (denoted by l), there are two categories.

First, with expression (6), when multiple paths between
a node pair go through a given link, they are counted re-
spectively, and are regarded as the potential number of paths
through the given link.

Second, with expression (7), when multiple paths be-
tween a node pair go through a given link, they are counted
no more than one time (if and only if is on the path selected
by the routing algorithm), and are regarded as the actual
number of paths through the given link.

Both of the above are referred to as the entropy of a link l.
∑

P∈P(G)

∑

p∈P

(l ∈ p) (6)

l ∈ p indicates link l is on path p.
∑

P∈P(G)

∑

p∈P

(
(l ∈ p) ∧ (p ∈ RIm)

)
(7)

Since RIm denotes the path set determined by the rout-
ing algorithm for any node pair, p ∈ RIm indicates that p is
selected by the routing algorithm.

As shown in Fig. 2(a), for uniform communication load
and the shortest path routing, the number of paths through
the inner ring is 2 to 4 times the number of paths through
the outer ring, so it is more likely for the inner ring of the
mesh structure to be congested. As shown in Fig. 2(b), the
entropy of each link in the torus structure remains the same
(16 and 1588 at 16-node and 64-node scale respectively),
hence for uniform load and the shortest path routing, the
possibility of congestion is lower. In Fig. 2(c), for mesh,
there may be larger traffic through its two diagonals. Com-
pared with torus, as shown in Fig. 2(d), xtorus has two addi-
tional diagonals, but no greater number of paths is travelled
through.

Avoiding or reducing congestion is helpful for reduc-
ing the communication latency and thus improving perfor-
mance. As an indicator, the number of paths through a link
is closely related to network congestion. As the indicator be-
comes larger, potential congestions increases.

Keeping in mind the reduction of network cost and con-
gestion, this study has designed the bandwidth of each link
in the structure as a function of its entropy.

The latency of the wire is related to the production of
R and C, which are the resistance and capacitance of the

wire respectively. The resistance per unit length is (approxi-
mately) inversely proportional to the width of the wire [32].
The capacitance per unit length is partly inversely propor-
tional to the spacing s of the wire, and is partly proportional
to the width w of the wire [22].

If the amount of coverage metal (e.g. copper) on each
wire or at least one of the w and s increases, it is possible
to reduce the production value of R and C, thereby reducing
the latency of the link. However, if the bit width of each link
is kept the same, a single link will occupy more area.

For a long link, it is common to use some repeaters to
connect multiple short segments. If more as well as larger
repeaters are used, the latency is generally smaller, but the
power consumption is generally greater. By utilizing the
non-uniform electrical properties of different links, it is pos-
sible to trade off between delay, power and area. That is,
for each link, according to the specific IC physical circum-
stances, different wire widths, wire spacing as well as the
number and size of repeaters could be configured in a flex-
ible manner. Therefore, it would allow for a certain degree
of freedom in the IC design of the links.

Based on link entropy, heterogeneous link design can be
conducted. That is, for a link with higher entropy, it is nec-
essary to consider using more coverage metal, or larger w

and s, as well as more and larger repeaters. For a link with
lower entropy, it is necessary to consider using less cover-
age metal, or smaller w and s, as well as fewer and smaller
repeaters. That is, actual design should be chosen according
to the specific situation.

Heterogeneous and homogeneous designs are evaluated
using Scheme 1 and Scheme 2 respectively. The experiment
environment is same as that of Sect. 3.3 as shown in Table 6.

Scheme 1: As shown in Fig. 10, it employs entropy-based
heterogeneous links. In this scheme, when the entropy is
larger, the link is designed as the first type, that is, the w

and s of the link are made larger, while more and larger re-
peaters are used. However, when the entropy is smaller, the
link is designed as the second type. That is, the w and s of
the link are made smaller, while fewer and smaller repeaters
are used.

Scheme 2: All links are of the same structure as the first
type, that is, both w and s are smaller, and repeaters for each
link are fewer and smaller.

One can see in Fig. 11 (for space constraints, only data
for cases when the injection rate is 1.0 packets/node/cycle
and system scale is 64 is given) that compared with homo-
geneous links, when area and power consumption are kept
the same, there will be an approximate 3 ∼ 11 % perfor-
mance improvement when using heterogeneous links. The
rate of change depends on traffic patterns. For traffic pattern
0 (Uniform Random), there is a roughly 2.8 percent benefit,
while for traffic pattern 2 (Bit-complement), there is about
10.7 % benefit.
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Fig. 10 Heterogeneous links

Fig. 11 Average latency vs. traffic patterns under different link
schemes

If performance remains the same, there will be a 2 ∼ 6 %
improvement in area and power consumption savings when
using heterogeneous links. Both application traffic patterns
and physical process levels affected the rate of change.

5 Conclusions

To adapt to the need for massive data communication and
the increase in the number of on chip/board processing units,
the present work has taken advantage of increased area and
lower power in order to provide a new topology called xtorus
and an entropy-based method for heterogeneous link design.
Xtorus not only inherits good symmetry from torus, but also

further reduces the average latency and increases through-
put. Moreover, it also keeps some degree of path-diversity.
Finally, an entropy-based heterogeneous link methodology
allows designers to trade off between delay, power con-
sumption and area in different concrete integrated circuit de-
sign cases.
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