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Abstract—As applications become increasingly data intensive, conventional computing systems become increasingly inefficient due to

data access performance bottlenecks. While intensive efforts have been made in developing new memory technologies and in

designing special purpose machines, there is a lack of solutions for evaluating and utilizing recent hardware advancements to address

the memory-wall problem in a systematic way. In this study, we present the memory Layered Performance Matching (LPM)

methodology to provide a systematic approach for data access performance optimization. LPM uniquely presents and utilizes the data

access concurrency, in addition to data access locality, in a memory hierarchical system. The LPM methodology consists of models

and algorithms, and is supported with a series of analytic results for its correctness. The rationale of LPM is to reduce the overall data

access delay through the matching of data request rate and data supply rate at each layer of a memory hierarchy, with a balanced

consideration of data locality, data concurrency, and latency hiding of data flow. Extensive experimentations on both physical platforms

and software simulators confirm our theoretical findings, and they show that the LPM approach can be applied in diverse computing

platforms and can effectively guide performance optimization of memory systems.

Index Terms—Memory wall, memory stall time, efficiency, performance optimization, layered performance matching (LPM), memory

concurrency

Ç

1 INTRODUCTION

THE memory wall problem is a long-standing issue facing
the computing community.1 It is on the top of the 10ways

to waste time and efficiency of parallel computers [7]. The
term memory wall refers to the growing disparity of speed
between CPU andmemory outside the CPU chip [48]. During
the last two decades, processors have advanced from in-order
to out-of-order and from uni-core to multi-core; memory sys-
tems have advanced with many concurrency-oriented fea-
tures such as multi-port, multi-banked, pipelined and non-
blocking cache. Although these resources for concurrence are
abundant, they are usually not well utilized. Meanwhile,
memory-intensive applications have become increasingly
common in diverse fields such as bioinformatics, computer
aided designs, and complex social media interactions [15].

Compared with twenty years ago, the landscape of comput-
ing has changed, but the notorious memory wall still exists
and “thicker”. Memory stall time is the time CPU stalled
waiting for data. Memory stall time often contribute 50 to
70 percent of the total execution time for many applications
[20], [21], [25], [33]. Memory systems have become the most
prominent performance bottleneck of computing systems.

Modernmemory systems are equippedwithmany innova-
tions developed over the years, where improving locality and
concurrency are the two basic approaches. Hierarchical mem-
ory is a standard design of modern computers to ease the
memory wall problem. The idea behind memory hierarchy is
to explore locality. That is, data previously accessed may be
used again soon (temporal locality), and data near the previ-
ously accessed data are likely to be used next (spatial locality).
The locality of hierarchical memory systems has been well
studied [17], [18]. However, a modern memory system is not
only supported bymemory hierarchy but also by various data
access concurrency [16]. The overall performance of amemory
system is a combined effort of memory hierarchy and concur-
rency, where the effectiveness of concurrency also influence
latency hiding. Understanding the combined impact of local-
ity and concurrency of memory accesses is a necessity to fully
utilize the potential of amodernmemory system.

In this study, we use two newly proposed performance
models, Concurrent Average Memory Access Time (C-
AMAT) [37] and Accesses Per memory active Cycle (APC)
[36], [46] to capture the combined impact of locality and con-
currency. The APCmodel reflects the quality of service (QoS)
of modern memory systems. That is, due to concurrency, the

1. This paper is an extensively extended version of the authors’ ICPP
paper [31], with addition on formal presentation and evaluation of the
time model, QoS goal, analytical definition, minimum requirement,
measurement method, new experiments and open issues of LPM.

� Y. Liu is with the State Key Laboratory of Computer Architecture, Institute
of Computing Technology, Chinese Academy of Sciences, No.6 Kexueyuan
South Road Zhongguancun, Haidian District, Beijing 100190, China.
E-mail: liuyuhang@ict.ac.cn.

� X.-H. Sun is with the Department of Computer Science, Illinois Institute
of Technology, Chicago, IL 60616. E-mail: sun@iit.edu.

Manuscript received 24 Nov. 2018; revised 9 Apr. 2019; accepted 10 Apr.
2019. Date of publication 23 Apr. 2019; date of current version 11 Oct. 2019.
(Corresponding author: Yuhang Liu.)
Recommended for acceptance by W. Yu.
For information on obtaining reprints of this article, please send e-mail to:
reprints@ieee.org, and reference the Digital Object Identifier below.
Digital Object Identifier no. 10.1109/TPDS.2019.2912573

2478 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 30, NO. 11, NOVEMBER 2019

1045-9219� 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See ht _tp://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: University of Chinese Academy of SciencesCAS. Downloaded on June 21,2022 at 01:46:50 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-5784-3581
https://orcid.org/0000-0002-5784-3581
https://orcid.org/0000-0002-5784-3581
https://orcid.org/0000-0002-5784-3581
https://orcid.org/0000-0002-5784-3581
https://orcid.org/0000-0002-1093-0792
https://orcid.org/0000-0002-1093-0792
https://orcid.org/0000-0002-1093-0792
https://orcid.org/0000-0002-1093-0792
https://orcid.org/0000-0002-1093-0792
mailto:
mailto:


ultimate measurement is no longer the cache hit latency or
cache hit rate, but how many accesses are finished in each
memory active cycle. The C-AMAT model provides an ana-
lytical tool to understand the APCmeasurement. C-AMAT is
an extension of the conventionalAMAT [48]model by includ-
ingmemory concurrency into averagememory access time. It
can be expressed recursively to identify the bottleneck of a
memory hierarchy andwill be used as themajor performance
measurement in this study.

Designing a layered performance matching memory sys-
tem is the goal of many computer architects [2], [3], [9], [10],
[49]. While the concept of memory Layered Performance
Matching (LPM)was presented in 2015 [31], the potential and
practical implementation of the LPM method were not fully
understood.

In this study, from a request-supply perspective, a quanta-
titive definition of LPM is first presented, based on which the
necessity and feasibility of LPM are formally studied. The
necessity is on the required matching degree of supply over
request, while the feasibility concerns how to achieve the
requiredmatching degree.

Onemajor contribution of concurrent data access for reduc-
ing memory stall time is latency-hiding. Specifically, latency-
hiding can be achieved via overlapping, which includes the
overlapping of hit versusmiss andmiss versusmiss in concur-
rent data accesses. When upper layer can hide more latency,
the matching requirement for lower layer is reduced. Many
latency-hiding possibilities with diverse technologies are
available in modern computing systems. In our study, we
explicitly quantify the effectiveness of latency-hiding due to
data access concurrency, and thenwe present the requirement
of LPMunder different degrees of latency-hiding.

Our study of LPM is based on the following four observa-
tions. First, each time a word is requested, the word is loaded
in by a cache block (line) [30]. Therefore, if the cache block is
reused multiple times, one physical data movement can sup-
port multiple data requests. Consequently, the supply rate
can be increasedwith the improvement of locality.

Second, memory concurrency can mask data access delay.
The hit-hit (all the data accesses are cache hits, and is termed
as pure hits), hit-miss (or miss-hit, that is, at least a cache hit
exists with cache misses), andmiss-miss (all the data accesses
are cache misses, and is termed as pure misses) [37] opera-
tions all have overlapping, thus all can mask data access
delay. The hit-hit scenario increases data access bandwidth.
In the hit-miss scenario, the cache hit provide data for proces-
sor to keep the pipeline go ahead and therefore masks the
penalty of the cache miss. A miss-miss overlapping also will
reduce data access delay, since two overlappingmisses partly
or completely share their delay.

Third, programs often have periodic behaviors, and their
data access patterns often are predictable [32]. With a set of
lightweight performance counters, we can deploy adaptive
optimization techniques to meet the data requirements of an
application.

Fourth, application-specific integrated circuit, reconfig-
urable hardware [47] and heterogeneous memory sys-
tems [15] have become prevalent and continue progress.
These technologies provide the means to achieve LPM and,
in the meantime, can utilize LPM to realize their full poten-
tial in reducing memory stall time.

The LPM methodology proposed in this study facilitates
both hardware and algorithms to simultaneously consider
data locality and concurrency, provides a systematic and
automatic way to match data request to supply, and can
reduce the memory stall time to achieve user-defined perfor-
mance targets effectively.

We have made the following contributions in this study:

(1) Four theorems (Theorems 1, 2, 3 and 4) are derived
to quantify the latency-hiding effect in modern mem-
ory system. With the quantifications, data access
latency-hiding can be accurately measured. We have
measured that up to 85.1 percent memory access
latency can be hidden on commercial processors by
cache hits, showing the importance of data access
concurrence in reducing memory stall time.

(2) Three theorems (Theorems 5, 6 and 7) are derived to
present the performance models and the associated
measurements of LPM. With the theoretical results,
we can understand what is an LPM-oriented design,
what factors impact LPM, and how to optimize.

(3) Two theorems (Theorems 8 and 9) are derived to for-
mally present the requirements of LPM. Knowing
the requirements will facilitate fast optimization and
avoid useless exploration and testing.

(4) The parameters of LPM can be measured online via
performance counters of commercial processors.
Compared to miss ratio (MR), LPM is more effective
for performance tuning.

(5) Three case studies on either a physical platform or a
simulator are conducted. Experiment results demon-
strate that the LPM approach can be applied through
codemodification, reconfiguring system hardware, or
scheduling on a heterogeneous platform. With only a
few lines of code modification, the performance of the
mcf benchmark that is a well-known cache buster has
been improved by 13.8 percent. With a reconfigurable
hardware, the LPM algorithm finds a perfect match
for the bewaves benchmark in five steps rather than
exhaust searching. With LPM, a semi-optimal sched-
uling is achieved in polynomial time in a heteroge-
neous environment, which is impossible without
LPM. These case studies confirm the practical value of
the proposed theoretical results.

The remainder of this paper is organized as follows.
Section 2 introduces the backgrounds. With two theorems,
Section 3 proves that the time model is recursive and quanti-
fies the latency-hiding effect of modern processors. Section 4
formalizes the goal of LPM. Using three theorems, Section 5
presents the definition and quantification of LPM. Section 6
proposes the requirement of LPM, for which two theorems
are presented. Section 7 presents the algorithm of LPM.
Section 8 presents a case study on commercial processors and
two case studies on simulators. Section 9 reviews related
works. Finally, Section 10 concludes this study and discusses
potential future work.

2 BACKGROUNDS

Memory systems can be characterized from space or time per-
spectives. From the space perspective, hierarchical structures
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are developed to explore the data access locality. From the
time perspective, in each clock cycle, there could be many
accesses being issued or returned in each layer of a memory
system, and these concurrent data accesses can increase data
access bandwidth and hide data access delay. Therefore,
memory stall time is the combined result of locality and
concurrency.

The performance optimization of modern memory system
needs a comprehensive and accurate model integrating the
effects of both locality and concurrency. Note that, sixteen
individual optimizationmethods are summarized in [22]. For
instances, loop interchange and code vectorization can
increase data access locality; non-blocking and multibank
cache can increase data access concurrency. These techniques
are useful on different occasions. However, these methods
are entangled and sometimes even conflict with each other.
How to use these techniques effectively to reach a global opti-
mization state is still elusive.

There are four important measurements related to mem-
ory performance, the longest access time, the Average Mem-
ory Access Time (AMAT), the Concurrent Average Memory
Access Time, and the memory stall time. Fig. 1 shows five
individual memory accesses, where the longest one takes six
cycles. However, not all the six cycles are memory stall time.
Let n be the total number ofmemory layers. The conventional
AMAT formulation of the ith (i = 1, 2, ..., n-1) memory layer is
shown in Eq. (1) [48], where H is the hit time of memory
accesses, MR is the miss rate and AMP is the average miss
penalty. AMP is the sum of all miss access latencies divided
by the total number ofmisses.

AMATi ¼ Hi þMRi �AMPi: (1)

The average miss penalty of one layer is the average
access time of its lower layer, that is, Eq. (2) holds.

AMPi ¼ AMATiþ1: (2)

Eqs. (3) can be derived by Eqs. (1) and (2), showing that
AMAT is recursive.

AMATi ¼ Hi þMRi �AMATiþ1: (3)

In Fig. 1, each access contains three cycles for cache hit
operations. If it is a cache miss, additional miss penalty
cycles will occur, depending where the miss ends. Access 1,
2, and 5 are cache hits; Access 3 and 4 are cache misses.
Access 3 has a 3-cycle miss penalty; Access 4 has only a

1-cycle miss penalty. By Eq. (1), AMAT is 3 + 0.4 � 2 or 3.8
cycles per access. Compared to the longest access time,
AMAT is 36.6 percent smaller.

Although locality has been considered, AMAT does not
consider the concurrency of memory accesses. To cover the
concurrent access properties of modernmemory systems, the
analytical expression of C-AMAT model is shown in Eq. (4)
[37]. The first parameter H is the same as that in AMAT; the
second parameter CH represents hit concurrency; the third
parameter CM represents the pure miss concurrency while
the conventional miss concurrency is referred to as Cm. CH

can be provided by caches with multi-port, multi-bank or/
and pipelined structures. CM can be provided by non-
blocking cache structures. In addition, out-of-order execu-
tion, multi-issue pipeline, multithreading, chip multiproces-
sor (CMP), can all increase CH and CM . The pure miss rate
pMR is the number of pure misses over the total number of
accesses, which is different from the conventional miss rate.
A pure miss here means that a miss contains at least onemiss
cycle that does not have any hit access activity [37]. pAMP is
the average number of pure miss cycles per pure miss access.
The notation abbreviations are summarized in Table 1.

C-AMATi ¼ Hi

CHi

þ pMRi � pAMPi

CMi

ði ¼ 1; 2; ::; n:Þ: (4)

In Fig. 1, when considering the access concurrency, only
Access 3 contains two pure miss cycles. Though Access 4 has
one miss cycle, this cycle is not a pure miss cycle because it
overlaps with the hit cycles of Access 5. Therefore according
to the definition of concurrent pure miss rate, the (pure) miss
rate of the five accesses is 0.2, instead of 0.4 as that of the con-
ventional non-concurrent version.Whenmiss cycles are over-
lapping with hit accesses, the processor will not stall; the
processor can continue processing with the hit accesses.
According to Eq. (4), C-AMAT is eight cycles out of 5 accesses
or 1.6 cycles per access. Compared to AMAT, C-AMAT is
57.9 percent smaller. The difference between AMAT and C-
AMAT is due to the contribution of concurrency of memory

Fig. 1. Example of concurrent data accesses and their overlapping
detail.

TABLE 1
Symbol Abbreviations

Notation Meaning

MST Memory Stall Time
MSE Memory System Efficiency
AMAT Average Memory Access Time
C-AMAT Concurrent AMAT
APC Accesses Per (memory active) Cycle
H Hit time
MR conventional Miss Rate
pMR pure Miss Rate
AMP conventional Average Miss Penalty
pAMP pure Average Miss Penalty
CH Hit Concurrency
CM pure Miss Concurrency
Cm conventional miss Concurrency
m1 miss cycle proportion
k1 the impact indicator of pure cache misses
fmem memory access frequency
CPU time the total application running time
IC Instruction Count
cycle-time the length of each clock cycle
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access. Fig. 2 shows the difference among the longest access
time, AMAT andC-AMAT.

A key contribution of C-AMAT is that it provides a unified
formulation to capture the joint performance impact of local-
ity and concurrency. Performance analysis and optimization
can be conducted with the five parameters of C-AMAT.
Access Per memory active Cycle is a newly proposed mem-
ory performance measurement to consider memory concur-
rency[36], [46]. The relation between C-AMAT and APC is
given by Eq. (5) [36], [46]. The measurement of C-AMAT can
be obtained directly through APC as shown in Eq. (5), where
n is the total number ofmemory layers.

C-AMATi ¼ 1

APCi
ði ¼ 1; 2; 3; . . . ; n:Þ: (5)

C-AMAT contains AMAT as a special case where memory
concurrency does not exist. When memory concurrency does
not exist, CH = 1 and CM = 1, pAMP = AMP, pMR = MR,
therefore, C-AMAT = AMAT. C-AMAT provides an
approach to evaluate and optimize the five performance
parameters, individually or in combination. Note that C-
AMAT can be used in multi-core environments, since each
core can measure their individual C-AMAT separately. Due
to thesemerits, we choose to use C-AMAT in the LPM study.

In an in-order processor, when a cache miss occurs, the
processor waits for the fetched data before continuing, stall-
ing processor pipeline for several cycles. The stalled cycles
per instruction due to memory access are often referred to
as memory stall time (MST). Eq. (6) is the conventional MST
formula based on AMAT for in-order processor [48]. Here,
fmem is the portion of the instructions that access memory.

MST ðin-orderÞ ¼ fmem �AMAT1: (6)

Unfortunately, Eq. (6) is no longer true for out-of-order
(OoO) processors, because it does not reflect the concurrency
in the modern complex memory systems. To address this
issue, Eq. (7) presents the memory stall time expression of
out-of-order processors, that is, the relationship between the
memory stall time and the concurrency-aware data access
time C-AMAT [27]. Here, overlapRatioc-m is the ratio of the
computing and memory access overlapping time over the
total memory access time. In modern processors, simu-
ltaneous multi-threading, out-of-order execution, and non-
blocking cache contribute overlapRatioc-m by enabling
computation to continue while memory access is being

conducted. The expression of overlapRatioc-m will be pro-
vided in Section 3.

MSTðOoOÞ ¼ fmem � C-AMAT1 � ð1� overlapRatioc-mÞ:
(7)

Eq. (6) is a special case of Eq. (7), because in-order proces-
sor is a special case of out-of-order processor when over-
lapRatioc-m is zero and concurrency does not exist (i.e., C-
AMAT=AMAT). In other words, Eq. (7) holds for any type
of processors, regardless memory concurrency is involved
or not. Therefore, in this study, we take Eq. (7) rather than
Eq. (6) as the basic performance formula.

3 THE TIME MODEL OF LPM

An accurate time model is of great importance for efficient
performance optimization. The time model of LPM should
include the effect of concurrency and locality, especially the
hiding influence among cache hits and misses, and the over-
lapping impact between computing and data access.

Theorem 1 shows the relation between C-AMAT and
AMAT. Therefore, C-AMAT concerns the effects of both
locality and concurrency.

Theorem 1 (Relation between C-AMAT and AMAT). C-
AMAT and AMAT have the following relationship, where C is
the average data access concurrency.

C-AMAT ¼ C�1 �AMAT: (8)

Proof. Assume the number of data accesses is N and the
number of memory active cycles isM.

Each data access has its own length of duration time;
thus each data access is corresponding to a time line (See
Fig. 1 for instance). We have two different methods to
count the total length of the time line of each data access.
One method is to count access by access, and the result is
N �AMAT . The other method is to count cycle by cycle,
and the result is

PM
i¼1 Ci.

The results of the two counting methods are same, that
is, the sum of the concurrency Ci of each memory active
cycle is the same as the sum of the sequential access cycles
of each of theN data accesses. Therefore, we have

XM
i¼1

Ci ¼ N �AMAT: (9)

Recall Eq. (5), we have

C-AMAT ¼ M

N
: (10)

Combining Eqs. (9) and (10), we get

XM
i¼1

Ci ¼ M

C-AMAT
�AMAT: (11)

That is,

XM
i¼1

Ci � 1

M
¼ AMAT

C-AMAT
: (12)

Fig. 2. The longest access latency, AMAT, and C-AMAT of Fig. 1.
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Recall the definition of memory concurrency, C, we
have

C ¼
XM
i¼1

Ci � 1

M
: (13)

Combining Eqs. (12) and (13), we conclude the
theorem. tu
It is well known that the widely used average memory

access timemodel, AMAT, can be extended recursively to the
next layer of the memory hierarchy [22]. It is important to
know whether this recursiveness is also true for C-AMAT.
Theorem 2 shows the recursive relationships between C-
AMAT1 and C-AMAT2. Therefore, C-AMAT is an effective
cross-hierarchymemorymodel.

Theorem 2 (Recurrence Relation of C-AMAT). Assume
C-AMAT1 is the L1 C-AMAT and C-AMAT2 is the L2 C-
AMAT. Eq. (14) gives the recurrence relation of C-AMAT.

C-AMAT1 ¼ H1

CH1

þMR1 � k1 � C-AMAT2; (14)

where

C-AMAT1 ¼ H1

CH1

þ pMR1 � pAMP1

CM1

C-AMAT2 ¼ H2

CH2

þ pMR2 � pAMP2

CM2

k1 ¼ pMR1

MR1
� pAMP1

AMP1
� Cm1

CM1

: (15)

Proof. According to Theorem 1, for the second memory
layer, we have

C-AMAT2 ¼ AMAT2

Cm1

; (16)

and recall Eq. (2),

AMAT2 ¼ AMP1; (17)

we then have

C-AMAT2 ¼ AMP1

Cm1

: (18)

Combining Eqs. (15) and (18), we obtain

MR1 � k1 � C-AMAT2 ¼ pMR� pAMP1

CM1

: (19)

We then conclude the theorem. tu

By following the same arguments for Eq. (14), C-AMAT
can be further extended to the next layer of the memory
hierarchy as well. Generally, for memory layer i ¼ 1; 2; . . . ;
n� 1, we have Eq. (20).

C-AMATi ¼ Hi

Ci
þMRi � ki � C-AMATðiþ1Þ: (20)

By Theorem 2, Eq. (14) illustrates useful properties of con-
current data accesses: the impact of C-AMAT2 on C-AMAT1

can be mitigated by MR1 and k1, where MR1 indicates the
locality contribution and k1 quantifies the hit-miss masking
effect. This potential of penalty reduction is the theoretical
foundation and motivation of the layered matching mecha-
nism proposed in this research. The parameter k1 is measur-
able and has a physical representation. A part of cache miss
penalty can be masked by cache hit activities. The parameter
k1 indicates these contributions.

From Eq. (14), we can identify which layer incurs the
memory stall time. Taking the typical values of the parame-
ters for modern processors, H1 = 1, CH1

= 4, MR = 1 percent,
k1= 3/4. Let us consider two cases. If C-AMAT2 = 100, then
by Eq. (14), C-AMAT1 = 1. If C-AMAT2 = 20, then by
Eq. (14), C-AMAT1 = 0.4. It is seen that the 5-fold difference
of C-AMAT2 values in the two cases only bring in 2.5-fold
difference to C-AMAT1. That is, there exists a latency-
hiding effect in the memory system. The latency-hiding
effect is contributed by two factors, MR1 and k1, where MR1

is the contribution of locality and k1 is the result of hit-miss
masking effect.

Theorem 3 (Hiding influence among cache hits and
misses). The value of k1 defined in Eq. (15) equals the ratio of
the amount of pure miss cycles over that of conventional miss
cycles, and its value is less than or equal to 1.

Proof. As shown in Table 2, we assume the number of pure
miss cycles is d, and the cycle id is p1; p2; . . . ; pd, res-
pectively. Meanwhile, as shown in Table 3, we assume
the number of hit/miss mixed (i.e., miss but not pure
miss) cycles is e, and the cycle id is h1; h2; . . . ; he, res-
pectively. By definition, conventional miss cycles include
the cycles of the above two cases, and therefore the con-
ventional miss cycle id is h1; h2; . . . ; he, p1; p2; . . . ; pd, resp-
ectively. That is, the number of conventional miss cycles
is ðeþ dÞ.

Let us assume the number of pure misses and conven-
tional misses are b and a, respectively. By Tables 2 and 3,
we can calculate MR, pMR, Cm, CM , AMP, and pAMP,
respectively. The number of accesses is N . Therefore,
MR=a=N , pMR=b=N .

Cm ¼ 1

eþ d

Xe
i¼1

Cim þ
Xd
i¼1

Cip

 !
(21)

TABLE 2
Concurrency Degree of Each Pure Miss Cycle

Clock cycle id p1 p2 ... pd
Pure miss concurrency degree C1p C2p ... Cdp

TABLE 3
Concurrency Degree of Each Hit/Miss Mixed Cycle

Clock cycle id h1 h2 ... he

Hit concurrency degree C1h C2h ... Ckh

Miss concurrency degree C1m C2m ... Ckm
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CM ¼ 1

d
ð
Xd
i¼1

CipÞ (22)

AMP ¼ 1

a
ð
Xe
i¼1

Cim þ
Xd
i¼1

CipÞ (23)

pAMP ¼ 1

b
ð
Xd
i¼1

CipÞ: (24)

Combining the above equations, we get

k1 ¼ pMR1

MR1
� pAMP1

AMP1
� Cm1

CM1

¼ d

eþ d
: (25)

As e � 0, we can conclude that k1 � 1 is always true. tu
According to Eq. (14) in Theorem 2, the smaller the k1

is, the smaller the C-AMAT1 is, thus k1 is a new latency
reducer presented in this study.

Due to Theorem 2, the measurable parameter k1 has a
physical representation, which reflects the difference
between pure miss and conventional miss. Note that a part of
the conventional miss penalty is masked by hit activities, and
the parameter k1 indicates these contributions. In this mean-
ing, k1 quantifies the latency-hiding effect in the first memory
layer perspective. We have proved that k1 � 1 is always true.
Taking Fig. 1 for example, k1 ¼ 2=3. The impact of C-AMAT2

toward the final C-AMAT1 can be reduced by both MR1

and k1. In this meaning, k1 can be taken as a lever to reduce
C-AMAT1.

Theorem 4 (Overlapping impact between computing
execution time and data access time). Assume the ratio
of the amount of conventional miss cycles over that of memory
active cycles is m1. The following relation holds.

1� overlapRatioc-m ¼ m1 � k1: (26)

Proof. By definition, overlapRatioc-m is the ratio of the com-
puting and memory access overlapping time over the
total memory access time. Assume the amount of pure
miss cycles is d, the amount of conventional miss cycles is
ðeþ dÞ, and the number of pure hit cycles is c.

The computing and memory access overlapping time
includes two exclusive parts, i.e., pure hit cycles, miss
but not pure miss cycles, thus the overlapping time is
cþ e. The total access time, i.e., the number of memory
active cycles, is cþ dþ e. Therefore,

overlapRatioc-m ¼ cþ e

cþ dþ e
: (27)

By definition,

m1 ¼
eþ d

cþ dþ e
: (28)

By Eq. (25), we have

k1 ¼ d

eþ d
: (29)

Then we have Eq. (26). tu
In Fig. 1, there exist 8 memory active cycles, 5 pure hit

cycles, 3 conventionalmiss cycles, and only 2 puremiss cycles
which incurmemory stall, so in 6 cycles processor computing
can continue. The value of overlapRatioc-m is 6/8. The value
m1 equals 3/8. The k1 is 2/3. All the five instructions issue
memory access, so the fmem is 1. The MST (per instruction) is
only 2/5 cycles.

4 THE QOS GOAL OF LPM

The execution time of a computer processor consists of two
parts [22]: processor computing time and memory stall time.
Here the processor computing time is the time when the pro-
cessor is occupied executing the user program. Eq. (30) is the
classic formulation of the CPU-time in terms of these two
components of time [22].

CPU-time ¼ IC � CPIexe þMSTð Þ � cycle-time: (30)

Here, IC is the number of instructions, cycle-time is the
length of a clock cycle, and CPIexe is the processor computa-
tion cycles per instruction under perfect cache (i.e., no cache
miss occurs).

As shown in Eq. (31), when the ratio of MST over CPIexe is
less than a threshold, D%, we say the memory system is
highly efficient, where D is a parameter determined by the
user and is application dependent. We take the percentage
approach, because the impact of memory stall time is relative
to computing time. If MST is less than 1 percent of the com-
puting time, for instance, we can claim there is no noticeable
memorywall effect toward the overall performance.

MST

CPIexe
� D%: (31)

The goal of memory system performance optimization is
to make D% as small as possible, with a reasonable tuning
cost. We define Memory System Efficiency (MSE) as the
ratio of pure computing time over the sum of pure comput-
ing time plus memory stall time as shown by Eq. (32). When
memory stall time is zero, MSE is 100 percent; when D% is
close to zero, the value of MSE is close to 1 - D%. We can use
1 - D% to approximate MSE. For examples, when D% is 1
percent, the MSE is about 99 percent. When D% is 10 per-
cent, the MSE is about 90 percent.

MSE ¼ CPIexe
CPIexe þMST

� 1

1þ D%
� 1� D%: (32)

Before presenting the LPM algorithm to achieve high effi-
ciency, we first estimate its potential benefit. For many data-
intensive applications, memory stall time can be up to 90 per-
cent of the total application execution time [20], [21], [25], [33],
whereas pure computing time is only 10 percent. At that time,
MSE is only 10 percent, and MST is 9 times of the pure com-
puting time. Therefore, when the optimization goal of
“D% ¼ 10%” is achieved, MSE is improved from 10 to 90 per-
cent; when the optimization goal “D% ¼ 1%” is achieved,
MSE is improved from 10 to 99 percent. As shown in our case
studies, the “D% ¼ 10%” condition is reachable on reconfigur-
able architectureswhere a huge design space exists.

LIU AND SUN: LPM: A SYSTEMATIC METHODOLOGY FOR CONCURRENT DATA ACCESS PATTERN OPTIMIZATION FROM A... 2483

Authorized licensed use limited to: University of Chinese Academy of SciencesCAS. Downloaded on June 21,2022 at 01:46:50 UTC from IEEE Xplore.  Restrictions apply. 



5 THE ANALYTICAL DEFINITION OF LPM

In this section, we quantify the effects ofmismatch, and there-
fore provide a systematic way of performance optimization.

To optimize the performance of a memory system, we
need to match the performance at each layer of a hierarchi-
cal memory system as closely as possible. Fig. 3 illustrates
the Layered Performance Matching model of a memory
hierarchy. For the sake of simplicity and brevity, L2 is taken
as the LLC in Fig. 3 and in this study. The extension to addi-
tional cache levels is straightforward.

Each memory layer (except the top layer and the bottom
layer) has data accesses at two sides, including the requests
issued from the upper layer and the supplies provided by
the lower layer. For example, the demand from computing
components is the request rate of ALU and FPU, while the
service is the supply rate of L1 cache.

The matching ratios in the LPM model are the ratios of
request rate and supply rate between any two memory
layers. Eqs. (33) and (34) are the definitions of the LPM
Ratios (LPMR) that are abbreviated as LPMR1 and LPMRi,
respectively.

LPMR1 ¼ Request rate from ALU&FPU

Supply rate by L1 cache
(33)

LPMRi ¼ Request rate from Li�1

Supply rate by Li
ði ¼ 2; . . . ; n:Þ:

(34)

Although supplies are activated by requests, the supply
rate by a lower layer can be greater than the request rate from
an upper layer, because one cache line may provide multiple
cache hits. In counting the LPM ratio, we differentiate demand
accesses and prefetches. When prefetching is used, the
requests of prefetches are not counted into the request rate of
a memory layer. Prefetchers are designed to fetch demanded
data in advance. If the prefetches are successful, the pre-
fetched data would be used as demanded data. Otherwise,
prefetchers generate data traffic without any benefit. As we
only concern useful work, prefetch requests are not counted
into the request rate in our C-AMAT andAPC calculations.

Theorem 5 (LPMR in terms of APC). The LPM Ratios can
be expressed as Eqs. (35) and (36), respectively, in terms of APC.

LPMR1 ¼ IPCexe � fmem

APC
1

(35)

LPMRi ¼
IPCexe � fmem �Qi�1

j¼1 MRj

APCi
ði ¼ 2; . . . ; n:Þ: (36)

Proof. The supply rates of different layers in the memory hier-
archy can be denoted by APC values of corresponding layers
[36], [46]. That is, APC supplied by L1, LLC, and main mem-
ory are referred to as APC1, APC2, and APC3, respectively.

IPCexe is the peak performance of a processor. IPCexe

multiplied with the memory access frequency equals the
memory access intensity perceived by the L1 cache.
IPCexe is the reciprocal of CPIexe. Therefore,

Request rate of ALU and FPU ¼ IPCexe � fmem:

(37)

The memory access intensity perceived by the Li is the
request rates from the Li�1, which equals the memory
intensity filtered by Li�1.

Request rate from Li ¼ IPCexe � fmem

�
Yi�1

j¼1

MRj ði ¼ 2; . . . ; nÞ: (38)

MRj here refers to the local miss rate of the jth cache.
Therefore, by Eqs. (33) and (34), Theorem 5 holds. tu

Theorem 6 (LPMR in terms of total value of C-AMAT). In
terms of C-AMAT, the matching degree of different memory layers,
measured by LPMRatios, can be expressed as Eqs. (39) and (40).

LPMR1 ¼ C-AMAT1 � fmem

CPIexe
(39)

LPMRi ¼
C-AMATi � fmem �Qi�1

j¼1 MRj

CPIexe
ði ¼ 2; . . . ; n:Þ: (40)

Proof. According to Eq. (5), the supply traffic in each mem-
ory layer can be transformed from APC to C-AMAT for
performance analysis and optimization. Note that CPIexe
is the reciprocal of IPCexe. Therefore, by Theorem 5, we
have Theorem 6. tu
It is important to notice that LPMRquantifies themismatch

degree in a memory layer. The significance of Theorem-6 is
that it links C-AMATwith LPMR. Therefore, the five parame-
ters of C-AMAT can be used to decrease C-AMAT and thus
the LPMR. Theorem-6 tells us that the C-AMAT values are
measured in individual layers of a memory hierarchy so that
the LPMoptimizations can be done in individual layers too.

Theorem 7 (LPMR in terms of analytical expression of
C-AMAT). The LPM Ratios can be expressed in terms of the
five parameters of C-AMAT as Eqs. (41) and (42).

LPMR1 ¼ H1

CH1

þ pMR1 � pAMP1

CM1

� �
� fmem

CPIexe
(41)

LPMRi ¼ ðHi

CHi

þ pMRi � pAMPi

CMi

Þ � fmem

CPIexe
�
Yi�1

j¼1

MRj

ði ¼ 2; . . . ; n:Þ:
(42)

Proof. Combining Theorem 6 and Eq. (4),we get Theorem 7.tu

Fig. 3. The request-reply LPM model (The memory hierarchy is seen
from the perspective of performance matching; note that the computing
components, ALU and FPU, are taken as L0.).
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As we have defined the LPM, we are now ready to study
the requirement for LPM to achieve an arbitrarily given
memory system efficiency.

6 THE MINIMUM REQUIREMENT FOR LPM

The smaller the value of LPMR is, the higher thememory per-
formance is. However, when LPMR is already small, further
reduction may only bring in minimum performance gain
with a large effort. To make the tuning process effective, we
only need tomeet theminimum requirement for LPM.

Theorems 8 and 9 give the thresholds of LPMR1 and
LPMR2 to achieve an arbitrarily given performance goal.

Theorem 8 (Minimum Requirement for LPMR1). If
Eq. (43) holds for an arbitrarily given application, then the mem-
ory stall time of the application is less than or equal to D% of its
pure computing time.

LPMR1 � D%

m1 � k1
: (43)

Proof. With Eqs. (7) and (39), we get the relation between
memory stall time and LPMR1 as shown in Eq. (44).

MST ¼ CPIexe � ð1� overlapRatioc-mÞ � LPMR1:

(44)

By Eq. (26) in Theorem 4, we have

MST ¼ CPIexe � ðm1 � k1Þ � LPMR1: (45)

To achieve high system efficiency (see Eq. (31)),
Eq. (46) must be satisfied.

MST � CPIexe � D%: (46)

Combining Eqs. (45) and (46), we obtain Eq. (43). tu
Corollary 1. The threshold value of LPMR1 decreases with the

increase of the desired memory system efficiency (i.e., 1� D%)
and L1’s latency-hiding effect (i.e., m1 � k1).

Proof. Corollary 1 is a direct result of Theorem 8. tu
From the perspective of the first memory layer, m1 � k1

indicates the latency-hiding effect. In Fig. 1, m1 is 3/8, and k1
equals 2/3, so m1 � k1 is 2/8. Therefore, the threshold of
LPMR1 can be four times of D%. In practices, the value of
m1 � k1 can be very small. For instance, we measured that the
overlapRatioc-m of wordcount in BigDataBench is 98.4 per-
cent, and m1 � k1 is 1.6 percent. In this case, if the expected
computing efficiency is 90 percent (i.e., D% is 10 percent), the
value of T1 is 6.25. In this manner, the requirement for the T1

has been lowered.

Theorem 9 (Minimum Requirement for LPMR2): For an
arbitrarily givenD%, to make an application’s memory stall time
be less than or equal to D% of its pure execution time, the mini-
mum requirement for LPMR2 is shown as Eq. (47).

LPMR2 � D%

k1
: (47)

Proof. By Theorem 2 in [27],

C-AMAT1 � ð1� overlapRatioc-mÞ ¼ pMR1 � pAMP1

CM1

: (48)

Combining Eqs. (19) and (48), we derive

MST ¼ fmem �MR1 � k1 � C-AMAT2: (49)

Then due to the expression of LPMR2 in Eq. (36), we
get Eq. (50).

MST ¼ CPIexe � k1 � LPMR2: (50)

To achieve high system efficiency (see Eq. (31)),
Eq. (51) must be satisfied.

MST � CPIexe � D%: (51)

Combining Eqs. (50) and (51), we obtain Eq. (47). tu
Corollary 2. The threshold value of LPMR2 decreases with the

increase of the desired MSE (i.e., 1� D%) and L2’s latency-
hiding effect (i.e., k1).

Proof. Corollary 2 is a direct result of Theorem 9. tu
From the perspective of the second memory layer, k1 indi-

cates the latency-hiding effect. In Fig. 1, there exist 3 conven-
tional miss cycles, but only two of them are pure miss cycles,
which incur processor data stall, so k1 equals 2/3. In practices,
k1 can be less than 50 percent. For instance, wemeasured that
the k1 value of the bewaves benchmark is 14.9 percent (the
experimental environment will be presented in Section 8).
Thus, for the bewaves benchmark, up to 85.1 percent latency
can be hidden. If the expectedmemory system efficiency is 90
percent (i.e., D% is 10 percent), the threshold of LPMR2, T2, is
6.04, which means that the rate of data supply can be up to 6
time slower than that of the data request to achieve the
desiredmemory system efficiency.

As shown in Fig. 3, from a hierarchy perspective, the com-
puting components, ALU and FPU, can be taken as L0. Of
general significance, m1 � k1 and k1 quantify the latency-
hiding effects in the view of L0 and L1, respectively.
Theorems 8 and 9 show the impact of latency-hiding on LPM.
If the latency-hiding effect is more significant, the required
LPMvalueswould be larger and thus easier to achieve.

Once the required LPM values given by Theorems 8 and 9
aremet, the optimizations of the corresponding layers are fin-
ished. In next section, we will give the LPM algorithm to
improve the matching of the layered performance to achieve
global optimizations ofmemory systems.

7 THE ALGORITHM OF LPM

Different optimization techniques mentioned in the Back-
ground section can be used as levers to conduct the perfor-
mance optimization at each layer. Fig. 4 shows the pseudo-
code of the LPM algorithm. Let Ti be the threshold of LPMRi

as given by Theorems 8 and 9. Initially, the information
about mismatch is measured and collected. Optimizations
are necessary only when the LPMR1 value is large (larger
than T1). If LPMR1 is larger than T1, we need to decide to
optimize L1 layer and L2 layer simultaneously, or only
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optimize the L1 layer. In both cases, the optimization of the
L1 layer is required.

Only when LPMR1 is larger than T1 and LPMR2 is larger
than T2, the optimizations of the L1 layer and L2 layer are
needed at the same time.

After each optimization, all the metrics are updated to
decide if it is necessary to continue optimizing. An interesting
point is how to find the “minimum match” when we have
LPMR1 < T1. If LPMR1 is smaller than its threshold value T1

by more than d, we know that hardware has been over pro-
vided. The value of d is positive, which can be set by users
with a tradeoff between benefit and effort. This step is
optional, but we include it in the algorithm for completeness.

Note that all the steps of the LPM algorithm can be con-
ducted online to adapt to the dynamic behavior of the under-
lying application. The LPM algorithm is called periodically
for each time interval. The time interval size can be set with a
trade-off between performance improvement and optimiza-
tion cost. The cost here is due to the implementation of a
reconfiguration operation or a scheduling operation. The
LPM algorithm also can be conducted offline for application
specific design optimization. We conduct online optimiza-
tions in this study, since it is the harder part of the problem.

Based on the GEM5 simulator, we implemented a recon-
figurable 16-core CMP, with four cycles cost for each

reconfiguration operation and 40 cycles for each scheduling.
In our experiment, for hardware approach, we found that
when the interval size is set to 10 cycles for each scheduling,
96 percent of the burst data access patterns can be perceived
and processed timely. When the interval size is set to 20
cycles, 89 percent of the burst data access patterns can be per-
ceived and processed timely. For software approach, when
the interval size is set to 40 cycles, 73 percent of the burst data
access patterns can be perceived and processed timely.

An interesting point of the LPM algorithm is that the opti-
mization presents minimal but enough hardware support to
ease memory stall. It not only can be applied to a general
architecture design, but also can be applied in a shared envi-
ronment to improve overall performance via scheduling.
Taking time intervals i1 and i2 for example, we assume appli-
cation in the interval i1 is data intensive, and in the interval i2
is not data intensive. In the initial stage of i1, the LPMRvalues
are large and thus optimization is conducted. The optimiza-
tion takes effect in most of the time in interval i1 (deducing
the startup cost). Then in interval i2, the data access patterns
are changed (i.e., become not data intensive), thus the thresh-
olds of LPMRs are also different in comparison (less than)
with the previous threshold. The hardware support is over
provided, and thus should be reduced for the present appli-
cation (and then can be used for those applications that need
more hardware support).

The optimization of the LPMalgorithm shown in Fig. 4 can
be achieved via the hardware, software, or amixed approach,
respectively. If the hardware can be improved, an optimiza-
tion can be conducted easily by improving the five parame-
ters of C-AMAT to increase data access concurrency and
locality. If we assume the underlying hardware configuration
is fixed, the LPM-based optimization can be conducted via
software by exploring and utilizing heterogeneity of the
underlying hardware. However, the condition of T1 and T2

may not be satisfied via pure software optimization or pure
hardware optimization.

Let us take the scheduling on heterogeneous system for
example to consider the software approach. AssumingN differ-
ent computing units exist in a heterogeneous computing system,
the idea of the software approach is to sort the LPMRs of the N
computing units to find a best hardware/application match (in
terms of the capacity of the available computing units).

The purposes of the hardware approach and software
approach are the same, that is, to mitigate the layered mis-
match to achieve application-awareness and hierarchy-
awareness to improve performance. If we only have very
limited hardware choices in hardware design or hardware
availability, the software approach is the way to go. The dif-
ference is that hardware approach designs an optimal hard-
ware configuration for an application, whereas software
approach chooses an available configuration from a set of
existing configurations to best match hardware configuration
for an application.

The optimization potentials of hardware approach and
software approach are determined by their available design
space. In most cases, the design space of the hardware appr-
oach is much larger than that of the software approach, thus
the former has a much larger room for performance improve-
ment, and theminimum requirements indicated by T1 and T2

may not be satisfied solely by software optimization.

Fig. 4. Pseudo-code of the LPM algorithm (Let Ti be the threshold of
LPMRi as given by Theorems 8 and 9.).
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As will be shown in next section, the LPM algorithm can
facilitate software optimizing on commercial processors that
are not reconfigurable, facilitate architecture design space
exploration to avoid exhausting search for the best confi-
guration, and facilitate scheduling to achieve application-
awareness and heterogeneity-awareness.

8 OPTIMIZATION CASE STUDIES

In the following three sections, one case study for LPM optimi-
zation is conducted on commercial processors, and two repre-
sentative case studies for LPM optimization are conducted on
simulators. Case Study I uses software approach on commercial
processors. Case Study II uses hardware approach on reconfig-
urable architectures. Case Study III deploys software approach
to optimize LPMR in heterogeneous memory systems. The
state-of-the-art cycle-accurate simulator GEM5 [1] is used to
provide an appropriate full system performance simulation. A
detailed out-of-order CPU model and DRAMSim2 module in
the GEM5 simulator were adopted to achieve the most accurate
simulation results. SPEC CPU2006 and CPU2017 benchmark
suites with “ref” input data sets are used [34].

8.1 Case Study I: LPM Optimization on Commercial
Processors

In this section, we conduct a case study on the mcf bench-
mark running on an Intel Xeon E5-2,630 processor. Experi-
mental testing and case study can be conducted on either a
real machine or a simulator. We conduct experiments on real
machine in this section, because we want to verify that the
LPM method can work on real machines only by software
approach. We will conduct case studies on simulator in the
other sections.

It is of great practical significance that the values of the
parameters in LPM model can be measured in mainstream
commercial processors. Intel Xeon E5 provides many per-
formance monitor unites (PMU). It is worth noting that the
number of memory active cycles are different at different mem-
ory layers. The number of active cycles in L1 is recorded by
CYCLE_ACTIVE_MEM_ANY, while that in L2 is counted by
L1D_PEND_MISS:PENDING_CYCLES.Meanwhile, OFFCOR-
E_REQUESTS_OUTSTANDING:ALL_DATA_RD_CYCLES

counts the number of active cycles in L3 for the detected core.
Based on the PMUs in the processors, PAPI [11], HPCTool-
kits [12], Perfexpert [13], are used to identify the hotspots and
their memory access patterns. Figs. 5 and 6 show the value of
m1 and k1 for the hotspots of diverse benchmarks, respectively.
The benchmarks are from eight suites that include SPECint
and SPECfp from SPEC CPU2006 [34] [39], PARSEC [43], Big-
DataBench [45], MLbench [40], HPCC [42], HPCG [41] and
Graph500 [44]. Each benchmark suite may include several dif-
ferent benchmarks and tests, and each benchmark may include
multiple hotspots. For the convenience of presentation, Fig. 6
only shows the average and the range.

The mcf benchmark from SPEC CPU2006 is developed
for application in the public transportation systems of Ham-
burg and Berlin, and has been integrated into the vehicle
and personnel planning system MICROBUS [8]. We select
mcf benchmark to demonstrate the optimization process,
because mcf benchmark is known as a cache buster (see
page 116 in [22]), which means the on-chip hierarchy cannot
deal with the data requests of mcf effectively. The optimiz-
ing process will help people understand why it is a cache
buster. Table 4 shows the configuration of the experimental
system. The mcf benchmark is running on only one of the
10 cores, but possesses all the LLC without competitive
applications. Note that, in the baseline, we do not disable
the hyperthreading and turbo boost.

The hotspot code before optimization is shown in Fig. 7,
which traverses the link structures. The link structure
implies not only low locality, but also low concurrency of
data accesses. Although the hotspot is very short, it takes
34.3 percent of total benchmark running time. Before opti-
mization, the IPC is 0.452, LPMR2 is 8.42, k1 is 0.86, memory
stall time is 7.26-fold of pure computing time (i.e., D% is 726
percent), and the computer’s system efficiency is only 12.1
percent.

According to Corollary 2, for an arbitrarily given D%, the
threshold value of LPMR2 decreases with the decrease of
the overlapping between cache hits and cache misses (i.e., 1
- k1). Because k1 is 0.86 which is close to one, the threshold
value of LPMR2 is 0.93 when the desired MSE is 80 percent.
Note that the real value of LPMR2 before optimization is
8.42, which is about 9-fold of the threshold value.

Fig. 5. The value of m1 for hotspots of diverse benchmarks. Fig. 6. The value of k1 for hotspots of diverse benchmarks.

LIU AND SUN: LPM: A SYSTEMATIC METHODOLOGY FOR CONCURRENT DATA ACCESS PATTERN OPTIMIZATION FROM A... 2487

Authorized licensed use limited to: University of Chinese Academy of SciencesCAS. Downloaded on June 21,2022 at 01:46:50 UTC from IEEE Xplore.  Restrictions apply. 



To improve the system efficiency, according to Theorem
8, we need to reduce LPMR2 or k1. The bottleneck in the
mcf benchmark has a linked data access pattern and thus
has a low concurrency. Prefetching is a way to increase con-
currency, and prefetching will be effective if hardware con-
currency is not a constraint. In this case study, the
maximum available hardware concurrency in Intel Xeon
processors is pretty high. For this situation, software pre-
fetching can work well and can reduce LPMR2.

In each iteration of the optimizing process, the MR and
concurrency of each layer are changed simultaneously, thus
their respective value and combined impact need to be con-
sidered. The C-AMAT takes the role of indicator to guide us
to quickly find the optimal parameters of the prefetcher.
The hotspot code after optimization is shown in Fig. 8.

Due to high cache miss rate of accessing the head pointer
and tail pointer, software fetching is applied for these two
pointers. Because head and tail pointers are the members of
the arc structure, we load the arc structure into the on-chip
caches before prefetching head and tail. Thus, the software
prefetching strategy is to prefetch the arc structure requ-
ired after 4 iterations and the head and tail required after 2
iterations.

After optimization, LPMR2 has reduced by 50.2 percent.
The total running time before optimization is 5:70� 1011

cycles, while that after optimization is 5:01� 1011 cycles,
thus the improvement of performance is 13.8 percent. The
memory stall time before optimization is 5:63� 1011 cycles,
and that after optimization is 4:60� 1011 cycles.

Note that the original mcf program has 2766 different
lines of code, and we have only added 9 lines of code in the
optimization process, thus the small tuning effort pays off
due to the effectiveness of the LPMmechanism.

This case study shows that the parameters of LPM meth-
odology can be measured on commercial processors, and
the LPMmethodology has effectively guided the optimizing
process even when hardware is not reconfigurable. On a
real computing system that is not reconfigurable, we cannot
change the hardware, thus we are only able to implement
LPM algorithm via software approach. However, for com-
puting systems that have reconfigurable supports, hard-
ware approach also can be used.

8.2 Case Study II: LPM Optimization on
Reconfigurable Architecture

Based on the C-AMAT definition and LPM definition, opti-
mal hardware configurations can be found for mitigating the
memory-wall impact. Architecture design space S includes
all possible configurations of each parameter pi, and can be
expressed in the form of Cartesian product, S ¼ Sp1 � Sp2�
� � � � Spn , where Spi is the value range of architectural param-
eter pi. The size of design space, jSj ¼ jSp1 � Sp2 � � � � �
Spn j ¼ jSp1 j � jSp2 j � � � � � jSpn j.

Dozens of parameters could be adjusted in a computer
architecture, and each parameter has a set of different values.
For the sake of brevity, only six architecture parameters are
explored herein, including MSHR number, ROB size, and
pipeline issuewidth. Provided that each architectural param-
eter can be set with 10 different values, the design space size
of the six parameters is 106. Even with the limited consider-
ation, there are one million possible configurations. As the
design space is very large, exhausting search is not an option,
and a LPM optimization algorithm becomes amust.

Under five configurations A to E, Table 5 shows the aver-
age LPMR values for “bwaves” benchmark from SPEC
CPU2006. Let us cruise the general LPM algorithm in the
architecture design space exploration. The goal of the optimi-
zation is to keep the memory stall time per instruction within

TABLE 4
The Experimental System Configuration

CPU chip Intel Xeon E5-2630 v4
L1 dcache and L1 icache latency 4 cycles
L2 cache latency about 12 cycles 1

L3 cache latency about 40 cycles 1

DRAMmemory latency about 150 cycles 1

CPU freqency 2.2 GHz
FP latency 2 cycles
FP slow latency 18 cycles
TLB latency 45 cycles
Number of Memory channels 4
Capacity per channel 16 GB

1The latency value of each memory layer is variable, thus we measured them
using Intel memory latency checker [14].

Fig. 7. The original hotspot code inmcf benchmark.

Fig. 8. The optimized hotspot code inmcf benchmark.
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1 percent � CPIexe. First, in the current time interval, LPMRs
are measured for each application. Table 5 shows the LPMR
values in a memory hierarchy under configuration A. The
threshold values of LPMR1, LPMR2 are 2.8 and 6.2 respectiv-
ely based on the T1 and T2 given in Eqs. (43) and (47). Initially,
both the LPMRs are higher than the threshold values so that
the optimizations are carried in both layers at the same time.

We transform the architecture from configurationA toB in
Table 5. With configurationB, the mismatches are still higher
than their thresholds. Then we continue reduction and trans-
form configuration B to C. The mismatch now in L2 layer is
3.1, which is already less than its threshold value, 6.2. There-
fore, we no longer need continue reducing LPMR2, and only
need to focus on L1 layermismatch.

We increase ROB, MSHR number and pipeline width.
ConfigurationD is the first scheme which meets the require-
ment in the architecture exploration. The memory stall time
is 0.97 percent of CPIexe. The memory stall cost is already
small. As an optional step, for the purpose of resource sav-
ing, we continue to check if hardware is over provided.

In our experiment, we set d as 1 percent of T1. According to
the LPM algorithm, we do a fine tune to reduce possible
hardware overprovision to achieve cost-efficiency, which
leads to the final configuration E. Configuration E reaches
our 1 percent goal with minimal hardware support. The
saved resource can be used for other applications, making the
computermore energy-efficient.

The LPMR1 is reduced from 8.1 in the first configuration to
1.2 in the fourth configuration. As shown in this case study,
the LPMR reduction algorithm provides an effective guide
for the design space exploration. It presents a minimum but

enough hardware support to achieve the layered perfor-
mance matching in four steps. It avoids blind hardware over-
provisionwhile accommodating application diversity.

The search for optimal architectural parameters can be
guided by LPM. LPM quantifies the layeredmatching degree
and thus decides which parameter should be optimized on
demand. Fig. 9 shows how LPM algorithm works on recon-
figurable architecture. With hardware configurability, archi-
tectural parameters are adjusted to reduce LPMR at each
layer of a memory hierarchy [47]. Based on the feedback in
terms ofmismatching degree, an optimal architectural config-
uration is found quickly. Compared to traditional design
space exploration, the LPM algorithm has two merits. First,
its optimization is not based on global IPC, but based on local
metric LPMR. Therefore, the measurement and feedback are
completedmuch sooner. Second, its optimization is a focused
one, finding an architectural configuration that eliminates the
mismatching. Therefore, the optimization can be finished
withmuch fewer iterations.

To fully understand the way how these parameters take
effect, L2 cache size and L2 MSHR number, will be taken as
two primary leverages for performance optimization. Fig. 10
shows the IPC values of the wrf benchmark for different con-
figurations of L2 cache size and L2 MSHR number. Fig. 11
shows the values of the bzip2 benchmark. The horizontal axis
shows the different values of L2 cache size from 256 KB to
2 MB. L2 MSHR number is set to be 1, 2, 4 or 8. L2 cache size
impacts howmany data items can be held by the LLC. In this
sense, LLC cache is a traffic filter of the total number of off-
chip memory accesses. LLC MSHR number impacts the
upper bound ofmemory level parallelism, which refers to the
maximum number of concurrent memory accesses issued
simultaneously. In this sense, LLC MSHR number is a traffic
limiter of the parallelism of off-chipmemory accesses.

The wrf is a floating point benchmark, which does
weather modeling from scales of meters to thousands of
kilometers. The test case is from a 30 km area over 2 days. It
is seen that wrf is sensitive to data concurrency rather than
LLC cache size. For wrf , only 256 KB of LLC is enough, but
8 LLC MSHRs need to be allocated. In comparison, bzip2 is
sensitive to LLC cache size rather data concurrency. The
bzip2 needs only one LLCMSHR but 2 MB LLC.

In running the LPM algorithm, until the LPMR meets the
requirement, the LLC capacity and LLC MSHR are allocated
gradually for an arbitrarily given application. When the LLC

TABLE 5
LPMRs Under Configurations with Incremental Parallelism

Configuration A B C D E

Pipeline issue width 4 4 6 8 8
ROB size 32 64 64 128 96
L1 MSHR numbers 2 8 16 16 16
L2 MSHR numbers 2 8 8 8 8
LPMR1 8.1 6.2 2.1 1.2 1.4
T1 2.8 2.8 2.8 2.8 2.8
LPMR2 9.6 9.3 3.1 1.6 1.9
T2 6.2 6.2 6.2 6.2 6.2
LPMR3 6.4 8.1 5.8 2.3 2.6

Fig. 9. Feedback-based LPM optimization on reconfigurable architecture
(piði ¼ 1; 2; . . . ; nÞ are architecture parameters).

Fig. 10. The IPC values of wrf for different configurations of L2 cache
size and L2 MSHR number.
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capacity is not large enough to hold the working set, the LLC
misses would occur frequently, and the memory request rate
would be high. As a result, LPMR would be large and mis-
match exists. Taking bzip2 for example, when only 256 KB is
available, 891K misses occur. However, when 2 MB is allo-
cated, only 4K misses exist. Therefore, for applications such
as bzip2, LLCmiss rate has high impact on LPMR.

In another dimension, for applications such as wrf , data
concurrency impacts LPMR. Taking wrf for instance, when
only one LLC MSHR is allocated, the number of blocking
cycles is 1:43� 108. However, when 8 MSHRs are available,
the blocking cycles is reduced to 3:2� 104. Because the
requests have already been issued from processors, the
request rate is given. But due to the blocking cycles occurred
on MSHR, the memory lacks the ability to provide replies
timely, and therefore the reply rate becomes increasingly
lower and the LPMR is increasingly larger. In this example, it
is seen that the allocation of LLC MSHRs is vital for perfor-
mance, because the total MSHRs are limited and different
allocation schemes bring quite large performance difference.

8.3 Case Study III: LPM Optimization on
Heterogeneous Main Memories

This section shows an example of LPM optimization on
multicore architecture with heterogeneous main memories
that are called Non-Uniform Memory Access architecture

(NUMA). As shown in Fig. 12, in case study II, processor
group 1 and 4 are common computing units with long data
access paths, which means that single memory access will
cost hundreds of cycles. On the other hand, computing unit
group 2 and 3 are processors under memory (PUM), which
have less single access latencies by virtue of their close
physical connection to a stacked set of memory dies. Com-
puting unit group 4 and 2 can achieve higher memory band-
width based on wider wire connections.

There exist four different groups of computing units for the
diverse applications to match. We set d as T1 � 50%. We mea-
sure LPMR1 and LPMR2 on each of the different computing
units. Fig. 13 shows the different C-AMAT values with the
four different structures on four different group of computing
units. The C-AMATvalues of structure 2 (PUM) are the small-
est, while those of structure 1 (common) are the largest.

The values in Fig. 13 can be obtained offline or online.
The offline method is straightforward. Applications are run
on different structures in turn, and the results are used for
future runs. The advantage of offline is that the data is accu-
rate, while the disadvantage is the need to run four times
for each application. Alternatively, the online method can
be used to estimate the performances of other structures at
runtime. We adopt the latter approach in our simulations.

The way we assign applications to the groups affects the
achieved system performance. For example, as shown in
Fig. 13, 445.gobmk has similar C-AMAT values on structure 2
and 4, while 401.bzip2 has quite different C-AMAT values on
structure 2 and 4. The optimal mapping for the two applica-
tions may be different. This observation is confirmed by our
experiments: the optimal location for 401.bzip2 is group 2,
while that for 445.gobmk is group 4.

With Eqs. (44) and (50), Hsp can be transformed into a
function of LPMR. Intuitively, to prevent the memory stall,
applications with high mismatch are assigned to PUM pro-
cessor groups (#2 and #3), and assign the others to conven-
tional processor groups (#1 and #4).

To automatically minimize the memory stall time, the
LPM algorithm is implemented to provide a semi-optimal
solution under a heterogeneous memory system environ-
ment and is referred to as the hybrid-aware scheduling algo-
rithm (Hybrid-SA). Wemeasure LPMRs for each of the units,
and then by calculating the requirement of each application’s
LPMR, the applications are assigned to the cores according
to their main memory access needs, rather than allocating
randomly.

As shown in Eq. (52). Harmonic Weighted Speedup, Hsp,
is a metric that strikes a balance between throughput and

Fig. 11. IPC values of bzip2 for different configurations of L2 cache size
and L2 MSHR number.

Fig. 12. Heterogeneous memory system of chip multiprocessors.

Fig. 13. C-AMAT values of heterogeneous structures (smaller is better).
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fairness [28]. When there is no contention, the value of Hsp is
one. Hsp has been widely used to evaluate the schemes in a
multiple program environment. In our study, to evaluate
the scheduling effect, we also use this metric. As shown in
Fig. 14, the throughput of multiple programs has been
improved by 26 percent.

Hsp ¼ NPN
i¼1

IPCoptimal

IPCreal

: (52)

9 RELATED WORK

Improving memory system performance is a long-term
goal of computer architects. In 1990, Sun and Ni proposed
the memory-bounded parallel speedup model (Sun-Ni’s
law) [35] , which quantified how memory access influences
systemparallel speedup.However, while Sun-Ni’s law shows
the importance of memory system, it discusses mainly the
application performance rather than memory system optimi-
zation. In 1994, the term memory wall was formally intro-
duced based on the sequential latency model, Average
Memory Access Time [48]. Note that in that time, memory
level concurrency is rare, so the sequential latency makes
sense. The AMATmodel is recursive that can be used in each
memory layer, so it can reflect the portion of latency con-
sumed by each memory layer. Memory concurrency technol-
ogies have become common during the last two decades to
improve memory system performance. The conventional
sequential latencymodel is no longer adequate to characterize
modern memory systems. Therefore, neither “low miss rate”
nor “small AMAT” are the best performance criteria of mod-
ernmemory systems.

LPM is a methodology to effectively utilize the available
technologies and mitigate their negative interaction effects.
While many optimizing technologies have been developed in
past decades, the interaction among them is subtle and com-
plex. Modern microprocessors utilize more than eighty per-
cent of on-die transistors for caches rather than computing
components, the on-chip hierarchy becomes increasingly
dominant. The increasing resources are designed with lots of
structures to make memory level concurrency ubiquitous.
Meanwhile, to utilize caches, cache mapping, replacement,
bypass and prefetch are long-standing hot topics of research.
However, the considerable cache capacity and the concur-
rency provided by hardware are utilized without a matching

perspective. Amdahl [23], Patterson [19], and Zhu [49] provi-
ded an alternative criterion ofmatching, respectively, in addi-
tion to ours [31]. We examine their criterions in the following.

Amdahl provides a rule of thumb that also known as
Amdahl’s balanced system law [23]. It is said that, a system
needs a bit of IO per second for each instruction per second:
about 8 MIPS perMBps. HereMillion Instructions Per Second
(MIPS) is the computing speed; Million Bytes Per Second
(MBps) is the memory access speed. Although Amdahl’s bal-
anced system law considers the ratio of memory access speed
and computing speed, it is a rule of thumb that is not accurate
and cannot be adapted to different applications and architec-
tures. As said in [23], Amdahl’s balanced system law becomes
more complex to interpret inmulti-issue pipelined processors.

Williams, Waterman, and Patterson presented Roofline
model for the attainable system performance [19]. If an
application is bounded by the peak computing speed, it is
compute-bound. If it is bounded by the product of peakmem-
ory bandwidth and operational intensity, it is memory-
bound. The purpose of Roofline is not to be very accurate but
just insightful. LPMmoves further and is more accurate than
Roofline in three aspects. LPM can be used not only for main
memory layer but also for any other layers of a memory hier-
archy. LPM quantifies the latency-hidden effect that is highly
important for modern out-of-order execution processors.
LPM reveals that the requirement of matching of each mem-
ory layer is determined by the expected efficiency and the
achieved latency-hidden effect.

Zhu, Xiao, et al proposed a balanced designwith themaxi-
mum criterion for a supercomputer [49]. The main idea of the
balanced design is the maximum criterion that providing
maximum bandwidth and enabling maximum number of
computing nodes that can concurrently access I/O systems.
Themaximumcriterion highlights the importance ofmemory
bandwidth and memory level concurrency. It is applied in
supercomputer system level, so the memory bandwidth and
concurrency can be added flexibly by increasing memory
nodes. However, in multi-core chip level, the management of
memory bandwidth and concurrency should be conducted
in memory access level. The maximum criterion is a rough
result that is obtained by estimation, intuition and experience,
thus may not be optimal due to the lack of an accurate model
for matching. In comparison, LPM presents the definition
and quantification ofmatching, whichwill significantly facili-
tate the performance optimization of memory systems while
thework [49] is amotivation example of LPMdesign.

Many individual optimizations can benefit from the
guideline of LPM, including cache allocation (e.g., Intel
CAT [4]) and memory scheduling (e.g., [38]). LPM provides
an accurate matching criterion for the resource manage-
ment. While we acknowledge the criterion provided by [26],
we found it only utilizes locality and it can be drastically
enhanced with a guide of LPM.

10 CONCLUSIONS AND FUTURE WORK

Matching the data request rate with the data supply rate in a
memory system is a known idea for memory system design.
However, how to identify the needed supply rate at each
layer of a memory hierarchy for an arbitrarily given applica-
tion, how the matching at each layer of a memory hierarchy

Fig. 14. Hsp values of different scheduling schemes on heterogeneous
memory system (higher is better).
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influence the overall system performance, and how to iden-
tify mismatching and improve matching in a timely fashion
remain elusive and need to be addressed. In this study, we
propose a novel performance optimization method, the Lay-
ered Performance Matching method for memory system
design optimization. LPM emphasizes the performance
matching between the layers of a hierarchicalmemory system
and considers the integrated impact of data concurrency and
locality. It is based on a data-centric view of computing and
can be used to diagnose and identify performance bottlenecks
in locality and/or concurrency of data accesses at each layer
of a memory hierarchy and for the overall memory system.
The LPM method and its associated LPM algorithm have
been supported with rigorous mathematical analyses and
illustrated with case studies on an Intel Xeon processors and
on GEM5 simulators. Experimental testing has confirmed
and demonstrated the feasibility and ingenuity of the LPM
method inmemory systemdesign and optimization.

The proposed LPM facilitates the balanced exploration of
locality and concurrency of memory accesses and provides a
systematic and fast approach to match the data access
demands of the running application to the underlying mem-
ory system. This matching can be achieved by adjusting the
configuration of the underlying memory system or through
scheduling applications appropriately in a heterogeneous
environment. The data access considers both data locality and
concurrency. To achieve better LPM, data access locality of
the application should correspond to the locality of the under-
lyingmemory system. Equally important, the concurrent data
accesses of the application should match the concurrency of
the underlying memory system. Layered matching leads to
improved measurement and analysis of data access delays
and to a more effective and efficient method for obtaining a
balancedmemory systemdesign and optimization.

We believe that the architectural support for layered per-
formance matching methodology is a promising trend, this
work makes a case for this direction. Meanwhile, many inter-
esting open issues need to be addressed, including (1) how to
add labels or identifiers in the server architecture (i.e., labeled
architecture [5], [6]) to differentiate multiple applications or/
and simultaneous multithreading (SMT) in applying
LPM, (2) how to correlate the LPMwith the quality of service
of memory system for a mix of latency-sensitive (soft real-
time) tasks and latency insensitive (throughput) tasks, (3)
how to collect the needed parameters on-linewith small over-
head to apply LPM in existing and future parallel file sys-
tems, (4) how to addminimal support in reconfigurable chips
to implement LPM? (5) how to make OS directly run on a
labeled server to support individual-level or/andgroup-level
LPM, and (6) how to apply LPM in heterogeneous platforms
(e.g., host+accelerators, hybridmemory (DRAM+NVM)).
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